
Q.1 What is Data mining? 

 Data mining is the process of identifying valid, novel, potentially useful and ultimately 

comprehensible information from databases that is used to make crucial business decisions. 

Q.2 Explain use of data mining for Market Analysis and Management. 

 

 
Q.3 What is Knowledge Discovery? (KDD) 

 

 



 
Q.4 What is Classification? 

 

 
Q.5 What is Prediction? 

 

 
Q.6 Comparison of Classification and Prediction Methods 

 

 



Q.7 What is Decision Tree? 

 A decision tree is a structure that includes a root node, branches, and leaf nodes. Each internal node 

denotes a test on an attribute, each branch denotes the outcome of a test, and each leaf node holds a 

class label. The topmost node in the tree is the root node. The following decision tree is for the concept 

buy_computer that indicates whether a customer at a company is likely to buy a computer or not. Each 

internal node represents a test on an attribute. Each leaf node represents a class. 

 
Q.8 What are benefits of Decision Tree? 

 The benefits of having a decision tree are as follows:  It does not require any domain knowledge.  It is 

easy to comprehend.  The learning and classification steps of a decision tree are simple and fast. 

Q.9 What are different Data Mining Tasks? 

 Data mining involves six common classes of tasks: 

 

Anomaly detection (Outlier/change/deviation detection) – The identification of unusual data records, 

that might be interesting or data errors that require further investigation.  

 

Association rule learning (Dependency modelling) – Searches for relationships between variables. For 

example a supermarket might gather data on customer purchasing habits. Using association rule 

learning, the supermarket can determine which products are frequently bought together and use this 

information for marketing purposes. This is sometimes referred to as market basket analysis.  

 

Clustering – is the task of discovering groups and structures in the data that are in some way or another 

"similar", without using known structures in the data.  

 

Classification – is the task of generalizing known structure to apply to new data. For example, an e-mail 

program might attempt to classify an e-mail as "legitimate" or as "spam".  

 

Regression – attempts to find a function which models the data with the least error 

 

Summarization – providing a more compact representation of the data set, including visualization and 

report generation. 

Q.10 Architecture of Data Mining 



 

 
 


